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Abstract
Though anomaly detection (AD) can be viewed as
a classification problem (nominal vs. anomalous)
it is usually treated in an unsupervised manner
since one typically does not have access to, or it is
infeasible to utilize, a dataset that sufficiently char-
acterizes what it means to be “anomalous.” In this
paper we present results demonstrating that this
intuition surprisingly seems not to extend to deep
AD on images. For a recent AD benchmark on
ImageNet, classifiers trained to discern between
normal samples and just a few (64) random natu-
ral images are able to outperform the current state
of the art in deep AD. Experimentally we discover
that the multiscale structure of image data makes
example anomalies exceptionally informative.

1. Introduction
Anomaly detection (AD) (Chandola et al., 2009) is the task
of determining if a sample is anomalous compared to a
corpus of data. Recently there has been a great interest in
developing novel deep methods for AD (Ruff et al., 2021;
Pang et al., 2021). Some of the best performing new AD
methods for images were proposed by Golan & El-Yaniv
(2018) and Hendrycks et al. (2019b). These methods, like
most previous works on AD, are performed in an unsuper-
vised way: they only utilize an unlabeled corpus of mostly
nominal data. While AD can be interpreted as a classifi-
cation problem of “nominal vs. anomalous,” it is typically
treated as an unsupervised problem due to the rather tricky
issue of finding or constructing a dataset that somehow cap-
tures everything different from a nominal dataset.

One often has, in addition to a corpus of nominal data, ac-
cess to some data which is known to be anomalous. There
exist deep methods for incorporating anomalous data to aug-
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Figure 1. The decision boundaries of a supervised OE method
(neural net with binary cross entropy) and an unsupervised OE
method (neural net with hypersphere loss) on two toy data settings:
ideal ((a)–(c)) and skewed ((d)–(f)). The unsupervised OE method
((c) + (f)) learns compact decision regions of the nominal class.
A supervised OE approach ((b) + (e)) learns decision regions that
do not generalize well on this toy AD task. Our results suggest
that this intuition does not hold for a deep approach to image AD,
where supervised OE performs remarkably well.

ment unsupervised AD (Hendrycks et al., 2019a; Ruff et al.,
2020). This setting has also been called “semi-supervised”
AD (Görnitz et al., 2013; Ruff et al., 2020). In Hendrycks
et al. (2019a) it was noted that, for an image AD problem,
one has access to a virtually limitless amount of random
natural images from the internet that are likely not nominal,
and that such data should be utilized to improve unsuper-
vised methods. They term the utilization of such data out-
lier exposure (OE). The state-of-the-art method presented
in Hendrycks et al. (2019b) utilizes tens of thousands of
OE samples combined with a modified version of the self-
supervised method from Golan & El-Yaniv (2018) and is
one of the best performing AD method to date on standard
image AD benchmarks. For clarity, we here delineate the
following three basic approaches to anomaly detection:
Unsupervised: Methods trained on (mostly) nominal data.
This is the classic and most common approach to AD.
Unsupervised OE: Adaptations of unsupervised methods
that incorporate auxiliary data that is not nominal. Else-
where this is also called “semi-supervised” AD (Görnitz
et al., 2013; Ruff et al., 2020).
Supervised OE: The approach of simply applying a stan-
dard classification method to discern between nominal data




